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Getting Started with HPC on psychp01 
 

Objective: Here you will get to know psychp01 and will learn how to connect to 
psychp01. 
 
 
What's psychp01? 
Psychp01 is a virtual computer cluster in a cloud environment at Royal Holloway. Psychp01 
provides local HPC resource with an end user experience similar to most HPC Linux clusters. 
 
Current available resources are 128 cores and 256 GB memory. The server mounts NFS 
filesystems from a NetApp File Server (see Fig. 2). 
 
Psychp01 utilizes Linux (Debian), a batch scheduler (SLURM), and various software packages 
deployed using a module system. 
 
There will be an option for Singularity modules which enable applications and user to bring 
their own software environment and preserve that environment in the name of reproducible 
research. 
 

 
Figure 2. Psychology cluster specifications. 

  

https://www.debian.org/
https://slurm.schedmd.com/
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	Prerequisites
	Psychp01 is a High Performance Computing (HPC) cluster as a vitualized system that runs Debian 11 (https://www.debian.org/), a Linux operating system. You will need to become familiar with the Linux command line interface to use them effectively. Whil...
	This YouTube.com video starts from the very basics of the Linux command line. And Fig.1 shows a nice cheat sheet for Linux.
	Also, please find here some useful tutorials on HPC clusters. Moreover, the department of Psychology has a github page with tutorials and resources to help you get started, guide you through some practicalities, and provide you with useful code snippets.
	Moreover, for any technical assistance, please send a ticket to the IT help desk at itservicedesk@rhul.ac.uk, or email Gabriele Bellucci at gabriele.bellucci@rhul.ac.uk.
	Getting Started with HPC on psychp01

	Objective: Here you will get to know psychp01 and will learn how to connect to psychp01.
	What's psychp01?
	Psychp01 is a virtual computer cluster in a cloud environment at Royal Holloway. Psychp01 provides local HPC resource with an end user experience similar to most HPC Linux clusters.
	Current available resources are 128 cores and 256 GB memory. The server mounts NFS filesystems from a NetApp File Server (see Fig. 2).
	Psychp01 utilizes Linux (Debian), a batch scheduler (SLURM), and various software packages deployed using a module system.
	There will be an option for Singularity modules which enable applications and user to bring their own software environment and preserve that environment in the name of reproducible research .
	First Steps on psychp01

	Overview
	It is strongly advised that new HPC users explore the many tutorials and documentation resources available on the web, for example: HPC Cluster Tutorials or our RHULPsychology github page Please see Prerequisites.
	Before starting, you need to have a short introduction to the usage of the cluster and current guidelines in place at the department. For that, please contact Gabriele Bellucci at gabriele.bellucci@rhul.ac.uk.
	On psychp01, there are four main locations you'd need to get familiar with:
	• /home
	• /MRIWork
	• /MRIArchive
	• /MRIRaw
	We will explain to you step by step how to move to these locations and what they are there for. Importantly, data in the /MRI* locations will be backed up to avoid data loss.
	See also this CUBIC wiki page for further details on data structure, storage, backup and data sharing.
	Account and Password
	Access to psychp01 can be made available to all staff members with a @rhul.ac.uk email address. To request for an account for HPC access, please send an email to  itservicedesk@rhul.ac.uk. It is expected to take 2-3 days for creating your account and ...
	When you get confirmation, you will be able to connect to the cluster.
	Access to psychp01
	Access to psychp01 can be performed through the command line (for computing purposes) as well as the Graphical User Interface (GUI; for visualization purposes only). Here, the ways of access to the cluster are described.
	Psychp01 Environment
	Once you have logged into psychp01, you are in a basic Linux Debian command line environment. You will need to be familiar with the basics of the Linux command line interface to use psychp01. Luckily, there are many good tutorials on the web to help w...
	On psychp01 you can setup compute jobs and submit them for processing. You can have an interactive environment enabling you to edit files, write scripts, load software modules and compile programs. You can download resources from the internet such as ...
	Psychp01 is a batch computing system which means you must submit your computational work to a job scheduler, in our case SLURM. To submit a job to the scheduler you will need to create a job script. Creating job script is so key to batch HPC cluster c...
	Files and Data Access
	When you ssh login to psychp01, you’ll be in your cluster home directory
	
	There will be a quota on this directory of 1.5TB. This is different from your campus home directory or network file share. This is a place where you can setup your programs and scripting for jobs that will be submitted to run on the compute resources.
	Given the small space of your home directory, no data should be uploaded to it. Instead, you should place all your data into /MRIWork, which is your workspace. A specific workplace folder will be created and provided by the psychology IT team, which i...
	Data Staging
	To move files from your computer to psychp01 or vice versa, you may use any tool that works with ssh.
	On Linux and OSX, these are scp, sftp, rsync, or similar programs. Please see Transferring files to/from psychp01.
	On Windows, you may use VNC.
	Linux QuickStart
	New on Linux systems?


	This page contains some tips on how to get started using the psychp01 cluster if you are not too familiar with Linux/Unix. The information is intended for both users that are new to psychp01 and for users that are new to Linux/UNIX-like operating syst...
	Please also visit this MIT course on basics shell commands and command line environment.
	SSH
	On a terminal, you can use ssh to login to psychp01. Check the Access to psychp01 through Command Line in this documentation to learn more about ssh.
	File Transfer Clients
	To transfer any file or data you wish to use to the cluster, you can use file transfer clients, such as scp or sftp. For more info, see Transferring files to/from psychp01.
	Running jobs on the cluster
	You must execute your jobs by submitting them to the batch system using bash files. There is a dedicated section on bash files and batch system in our user guide that explain how to use the batch system. The pages explain how to write job scripts, and...
	Common Commands

	Provide the full path name of the directory you are currently in:
	pwd
	Change the current working directory:
	cd
	List the files and directories which are located in the directory you are currently in:
	ls
	Searches through one or more directory trees of a file system, locates files based on some user-specified criteria and applies a user-specified action on each matched file:
	find
	Find specific files, you can use the -name and -type arguments:
	find . -name 'my*' -type f
	The above command searches in the current directory (.) and below it, for files and directories with names starting with my. “-type f” limits the results of the above search to only regular files, therefore excluding directories, special files, pipes,...
	Find a certain expression in one or more files:
	grep
	For example, to find the string apple in the fruitlist.txt text file, type:
	grep apple fruitlist.txt
	Create new directory:
	mkdir
	Remove a file. Use with caution:
	rm
	Remove a directory. Use with caution:
	rmdir
	Move or rename a file or directory:
	mv
	Edit text files in command line (for more details, see here):
	vi
	or
	vim
	View (but do not change) the contents of a text file one screen at a time, or, when combined with other commands (see here) view the result of the command one screen at a time. Useful if a command prints several screens of information on your screen s...
	less
	and
	more
	Use the “pipe” or “vertical bar” to group two or more commands together:
	|
	For example, list files in the current directory (ls), retain only the lines of ls output containing the string ``key” (grep), and view the result in a scrolling page (less), type:
	ls -l | grep key | less
	A complete listing of the defined variables and their meanings can be obtained by typing:
	printenv
	You can define (and redefine) your own variables by typing:
	export VARIABLE=VALUE
	If you know the UNIX-command that you would like to use but not the exact syntax, consult the manual pages on the system to get a brief overview. Use man command for this. For example, to get the right options to display the contents of a directory, use:
	man ls
	To choose the desired options for showing the current status of processes, use
	man ps
	Text editing in command line

	A popular tool for editing files (e.g., your code) on Linux/UNIX-based systems is vi. Unfortunately, the commands within both vi editor are quite cryptic for beginners. It is probably wise to spend some time understanding the basic editing commands be...
	For quick help, use:
	man vi
	or
	man vim
	Suppose you want to check the progress of your analyses. Suppose that you defined in your bash file that SLURM is supposed to output the status of your analyses in a text file (see here) named job_out.txt stored in your analyses folder in your home di...
	ssh gbellucci@psychp01.rhul.ac.uk
	gbellucci@psychp01.rhul.ac.uk's password:
	gbellucci@psychp01:~$ cd /home/gbellucci/analyses
	gbellucci@psychp01:~$ vim job_out.txt
	This would open the file in your command window. You can scroll and check the status of your analyses. To exit just type:
	:q
	Every file opened with vim will be in a non-writable state. To write in your opened file, press
	i
	On the bottom left of your command line, you will see the word INSERT appear, like that:
	--INSERT--
	Modify your file as you wish. When done, press ESC on your keyboard. This will make the word INSERT disappear. You are again back to a non-writable state. To save and exit, type:
	:wq
	Where w stands for “write” and q for “quit”. If you change your mind and decide to exit without saving your changes, just type
	:q!
	This will not write your changes and force an exit (that why the !) from vim.
	Please see below a short video demonstrating that.
	Cluster access

	After you have registered up for HPC access, you will be provided with a local USERID and PASSWORD, different from your college login credentials, which you can use to log into psychp01 using ssh (secure shell).
	To access the cluster, you need to be in the campus network.
	If you are connecting form a Windows computer on campus, you are already in the campus network.
	If you are on campus and connecting from a Linux or Apple computer or if you are off campus, you will need VPN access to the campus network and then connect to psychp01.
	If you don't have VPN access, please submit a ticket to the IT help desk.
	VPN connection

	For Windows, you will need to have installed an SSH client.
	Finally, there is also a GUI option, which, however, is not for computing purposes.
	See here for a step-by-step guide to install the VPN client GlobalProtect.
	Log in with SSH

	Access to psychp01 through Command Line (Linux and OSX)
	An ssh client (Secure SHell) allows you to connect to psychp01 from your terminal. An ssh client provides secure encrypted communications between two hosts over an insecure network.
	If you already have ssh installed on your UNIX-like system (Linux or Apple OSX), have a user account and password, login may be as easy as opening a terminal and typing ssh cluster_name, for instance:
	ssh psychp01.rhul.ac.uk
	into a terminal window.
	If your username on the cluster differs from your username on the local machine, use the -l option to specify the username on the machine to which you connect. For example:
	ssh cluster_name -l your_cluster_username
	or alternatively,
	ssh your_cluster_username@psychp01.rhul.ac.uk
	Hence, if my cluster username is “gbellucci”, I would type the following to access the cluster:
	ssh gbellucci@psychp01.rhul.ac.uk
	If you need X-forwarding, you must log in like this:
	ssh -X cluster_name
	For Interactive sessions, for example MATLAB, you should add -Y to your ssh command:
	ssh -Y username@psychp01.rhul.ac.uk
	where the command -Y enables trusted X11 forwarding.
	Once you have hit entered, you will be asked to provide your password. Once you entered your password, you will be connected to the cluster. You will see some basics information about the cluster printed out in the terminal like:
	Linux psychp01 5.10.0-24-amd64 #1 SMP Debian 5.10.179-5 (2023-08-08) x86_64
	The programs included with the Debian GNU/Linux system are free software;
	the exact distribution terms for each program are described in the
	individual files in /usr/share/doc/ */copyright.
	Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
	permitted by applicable law.
	Last login: Fri Oct 6 19:08:37 2023 from 10.40.65.14
	At the beginning of your terminal line, you will see your username and the server name like that:
	username@psychp01:~\$
	When you are done, you can close the connection just by typing exit in the command line. Please see below a short video that demonstrates that.
	SSH clients for Windows
	On Windows, you can use PuTTYgen that comes with PuTTY. More information on ssh.com. Further, the cmder console emulator works nicely with Windows 10/11 and is available open source here. Please download the full version to get built-in installation o...
	At the OpenSSH page, you will find several SSH alternatives for both Windows and Mac.
	Please note that Mac OS X comes with its own implementation of OpenSSH, so you don’t need to install any third-party software to take advantage of the extra security SSH offers. Just open a terminal window and jump in.
	GUI access

	Alternatively, for allowing GUI access, the cluster comes installed with Remote Desktop Protocol (RDP). From a Windows and Apple computer, use the Microsoft Remote Desktop App. From Linux computers use Remmina. You should use the server location as ps...
	IMPORTANT: Be aware that the GUI access is a useful option you can use in case you would need to visually inspect something on cluster without the need to download it onto your local machine (e.g., plots of your results or preprocessing steps and so o...
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